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ABSTRACT

On December 7th, 1995, the Galileo descent probe entered Jupiter’s atmosphere at a relative velocity of 47.4 km s−1. Flight data revealed
an unforeseen recession profile: while the stagnation region had been significantly oversized, the shoulder almost completely ablated. In
an attempt to understand why numerical predictions diverge from the flight data, several sensitivity studies were performed at the 180 km
altitude point. The inaccuracy of the Wilke/Blottner/Eucken model at temperatures above 5000 K was confirmed. When applied to Galileo’s
entry, it predicts a narrower shock with higher peak temperatures compared to the Gupta/Yos model. The effects of He and H2 line-by-line
radiation were studied. Inclusion of these systems increased radiative heating by 9% at the stagnation point, even when precursor heating
is unaccounted for. Otherwise, the internal excitation of H2 due to absorption of radiation originating from the highly emitting shock layer
promotes H2 emission before dissociation occurs at the shock, yielding 196% higher radiative heat fluxes. This emphasizes the importance of
H2 radiation not only on the recession experienced by Galileo but also for future entries in gas giants. Accordingly, thermal nonequilibrium
resulted in 25% lower radiative heating when compared to an equilibrium solution, contrary to previous investigations that neglected H2.
Ablation products absorption was shown to counteract the increased emission due to precursor heating of H2. However, the ablation layer
temperature must be accurately predicted using a material-response code coupled to the flowfield since radiative heating has been shown to
significantly depend on this energy-exchange interaction. Finally, the tangent-slab and ray-tracing models agreed to within 12%.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5115264., s

I. INTRODUCTION

On October 18, 1989, the Galileo orbiter was sent aboard
the cargo bay of the space shuttle Atlantis, carrying a descent
probe designed to penetrate the Jovian atmosphere with a set of
scientific instruments. After a six year orbit through the Solar
System, the probe officially began its descent at a relative veloc-
ity of 47.4 km s−1 on December 7, 1995. During a 30 s period,
the probe decelerated from Mach 50 to under Mach 1, having
reached a maximum deceleration of 250 g, while experiencing peak
heating rates exceeding1,2 300 MW m−2. The extreme heating envi-
ronment experienced by the probe during its descent remains, until

today, one of the most severe ever encountered by a planetary entry
capsule.

The descent probe’s thermal protection system (TPS) sphere-
cone geometry is shown in Fig. 1. The 339 kg probe was equipped
with 10 ablation sensors (ARAD, A1–10) and four resistance ther-
mometers (T1–4) for collecting data during entry. Although the mis-
sion was a success, postflight data analysis revealed how close the
entry probe’s TPS came to completely ablate near the shoulder.3

Despite the efforts undertaken during preflight mission preparation
to simulate the flowfield around the entry probe, the predictions
have since been confirmed to present large differences with the flight
data, mainly when it comes to the predicted recession of the heat
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FIG. 1. Galileo probe geometry and sensor locations.

shield. This has spurred a revival of research aimed at understanding
the causes of these discrepancies, while at the same time increasing
the confidence on future predictions regarding TPS sizing. This will
allow scientists and engineers to redirect part of the heat shield’s
mass toward scientific equipment, increasing the available payload
and cost-effectiveness of future missions.

The present work aims to understand the origin of such dis-
crepancies. Accordingly, a set of thorough sensitivity studies regard-
ing the modeling of different phenomena that have been either
neglected or inadequately modeled in the past has been conducted.
Specifically, the impact of modeling transport properties using
the Wilke/Eucken/Blottner or the Gupta/Yos models in the con-
text of H2–He mixtures is assessed, thermochemical nonequilib-
rium is considered, inclusion of He and H2 in the radiative anal-
ysis is studied, and the tangent-slab approximation for radiative
transfer is compared to the ray-tracing approach. This is accom-
plished by first solving the flowfield using the SPARK computa-
tional fluid dynamics (CFD) Fortran solver,4 after which the radia-
tive field is computed using the SPARK Line-by-Line (SPARK
LbL) Matlab code5–7 (formerly known as SPARTAN) in a decou-
pled fashion. Whenever possible, the Tauber-Wakefield correlation8

is considered to account for flowfield-radiation coupling. Finally,
the influence of precursor heating and ablation products injection
in the presence of H2 is discussed and estimated at the stagna-
tion point in an approximate manner, using results from previ-
ous studies on these phenomena. Hence, the goal of the present
work is not to attempt to directly estimate the heat fluxes experi-
enced by Galileo, as that would require an accurate accounting of
ablation products-flowfield interactions, precursor heating model-
ing, and flowfield-radiation coupling, all of which have a profound
impact on the flowfield. Rather, the aim is to understand how the

different strategies used in modeling the flow influence the heat
fluxes experienced by the TPS so that past predictions may be
appraised and future entries in gas giant atmospheres benefit from
improved understanding of different phenomena.

In the process, the capabilities of both codes have been
extended. First, the numerical module responsible for computing
the transport properties of the gas in SPARK has been restructured,
now allowing simulation of all Solar System planets’ atmospheres
using the detailed Gupta/Yos transport model, by incorporating a
phenomenological potential approach for unknown collision cross
sections. Furthermore, the radiative transfer module in SPARK LbL
has been rebuilt from scratch using Fortran Object-Oriented pro-
gramming (OOP) techniques, improving efficiency of both tangent-
slab and ray-tracing routines. This upgrade to both codes was found
necessary so as to perform the desired sensitivity studies, while also
serving as an important first step in a future integration of both
numerical libraries in Fortran.

A review of past works performed regarding Galileo’s entry in
Jupiter is presented in Sec. II. Preflight studies in preparation for
the mission are first considered, followed by subsequent attempts
to reproduce the flight data with improved modeling. Section III
goes into detail on the numerical models employed. Thermody-
namic, kinetic, and transport models are discussed, and a compar-
ison of Wilke/Blottner/Eucken and Gupta/Yos transport models is
presented. The definition of a radiative database suitable for entry in
Jupiter is analyzed, in an attempt to consider as many bound-bound,
bound-free, and free-free transitions. The spectral absorption coeffi-
cient is then compared with that obtained with the HTGR code9 for
verification. The tangent-slab and ray-tracing approaches for radia-
tive transfer are also reviewed, together with their numerical imple-
mentation. Finally, the numerical framework and results obtained
for Galileo’s entry are presented in Sec. IV, and final conclusions are
drawn in Sec. V.

II. LITERATURE REVIEW
A. Mission preparation and flight data treatment

Two sets of ground-based experiments conducted indepen-
dently have previously studied the chemical kinetics of H2–He mix-
tures. In 1972, Leibowitz10 performed electric arc driven shock tube
experiments, having explored shock velocities ranging from 13 to
20 km s−1. Similar experiments were conducted by Livingston and
Poon11 in 1976 for shock velocities between 26 and 46 km s−1.
Both studies assessed the ionization relaxation processes between
atomic hydrogen and electrons in the high-temperature shock layer
downstream of the shock wave, and recommended expressions for
the chemical kinetic rates in agreement with the experimental mea-
surements were provided.12 These old experiments are still used
today for the validation of theoretical models, emphasizing the value
attributed to experimental ground testing.

The data collected in these experiments allowed several pre-
flight numerical predictions to be obtained. Moss and Sim-
monds13–16 performed extensive simulations during the mission
preparation phase. These ranged from the Viscous Shock-Layer
(VSL) to full Navier-Stokes solutions, studying the effects of distinct
physicochemical processes taking place, such as turbulence, abla-
tion, spallation, and wall reflectivity, all under the assumption of
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chemical equilibrium. Tiwari and Szema17 also studied the role of
thermochemical nonequilibrium and precursor heating in Galileo’s
entry, having found a significant increase in both convective and
radiative heating compared to an equilibrium solution. The influ-
ence of precursor heating is enhanced due to nonequilibrium condi-
tions and radiative heat fluxes at the stagnation point were found to
increase by 10% when this phenomenon was modeled.

After the mission’s success, the flight data regarding the heat
shield temperature and ablation captured by the sensors during
descent was analyzed by Milos et al.2 The actual heat shield reces-
sion along the wall of the descent probe is shown in Fig. 2. Predic-
tions obtained by other authors are also presented for comparison.
Moss and Simmonds’ preflight predictions highlight the classical
trend observed for the Galileo mission: the nose recession was largely
overpredicted, while the opposite was true in the frustum region,
resulting in a nonoptimal TPS thickness distribution.

B. Numerical reproduction of flight data
Since the publication of the data gathered by Galileo, many

authors have tried to numerically replicate the descent probe’s heat
shield recession.

Among the first to have done so, Matsuyama et al.19 per-
formed coupled radiative transfer simulations assuming thermo-
chemical equilibrium, while assessing the influence of the tangent-
slab approximation when compared to the ray-tracing approach for
radiative transfer calculations. A multiband model containing just
570 important H wavelengths was employed in the spectral radia-
tion calculation, and the ray-tracing approach was found to predict
a 10% lower stagnation point radiative heating when compared to
the tangent-slab formulation.

In 2005, the same authors studied the effects of turbulence
coupled with ablation products injection near the wall,18 using a
modified version of the Baldwin-Lomax turbulence model proposed
by Park.20 This time, a tangent-slab analysis was conducted using
4781 wavelengths in the range 750–15 000 Å and radiative transi-
tions from C, C2, C3, O, O2, and CO were considered. It was found

FIG. 2. Predicted heat shield recession comparison.2,16,18

that turbulence-induced diffusion of ablation products in the shoul-
der decreased radiation absorption, leading to higher radiative heat
fluxes in this region. This allowed for an improved prediction of the
recession profile, as shown in Fig. 2.

Subsequently, Furudate et al.21 studied the effects of thermo-
chemical nonequilibrium using Euler’s equations and the tangent-
slab approximation for radiative transfer, while considering only H
and H+ radiation. By using an improved model for the kinetic rates
of atomic hydrogen ionization proposed by Park,22 it was found
that nonequilibrium effects could reduce the predicted radiative heat
fluxes in the stagnation point by as much as 10%, leading to closer
agreement with flight data.

Park23 also studied the stagnation point radiative heating
under chemical equilibrium. Radiative transfer calculations were
performed using 10 001 wavelengths, accounting for radiative tran-
sitions from carbonaceous species resulting from TPS ablation.
Radiation blockage caused by spallation of TPS particles was also
considered. The author reported good agreement with the flight data
on the stagnation point recession (see Fig. 2), provided the vacuum
ultraviolet (VUV) bands for C2 and C3 species were incorporated in
the radiative analysis.

More recently, Reynier et al.1,24 compiled the state-of-the-
art in the modeling of gas giant atmospheres (H2–He) for con-
vective heating predictions and reviewed previous attempts in
simulating the Galileo entry. Three distinct models differing in
thermodynamic, kinetic, and transport databases were developed
and compared with past estimates. The increasing level of detail
provided by the improved databases, which are supported by
state-to-state kinetic studies that have been conducted in recent
years,25,26 is shown to decrease the convective component of the
wall heat fluxes by between 70% and 85% when compared to older
estimates.

It should be noted that all previous studies taking into account
the radiation field resulting from uncontaminated species, only con-
sider radiative transitions from H and H+ (radiative recombina-
tion processes in the case of H+). The effect of He lines and H2
bands, for instance, remains unaccounted for. Moreover, the true
three-dimensional character of radiative transport is rarely acknowl-
edged, and modeling of transport properties has exclusively relied on
Wilke’s mixing rules, despite their poor accuracy at high tempera-
tures. Furthermore, thermochemical equilibrium has been assumed
in most studies performed in the past. While thermal equilibrium
may be a good approximation at lower altitudes, where the atmo-
spheric density is sufficiently high to rapidly induce it, chemical
nonequilibrium is still present throughout the flowfield. The higher
altitude trajectory point focused in the present work is character-
ized by strong nonequilibrium for both processes. A thorough study
of these effects is still lacking for understanding the unresolved
mysteries regarding the Galileo entry.

III. NUMERICAL MODELS
This section is divided in two parts. First, the physical mod-

els and databases concerning the CFD simulations performed are
presented. Thermodynamic, thermochemical nonequilibrium and
transport models are discussed, and the Wilke/Blottner/Eucken and
Gupta/Yos models for transport are compared. The second part
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defines the radiative database and describes the tangent-slab and ray-
tracing formulations for radiative transfer, their shortcomings and
implementation details.

A. Physicochemical flowfield modeling
1. SPARK CFD solver

SPARK—Software Package for Aerothermodynamics, Radia-
tion, and Kinetics—is a CFD code for the simulation of hyper-
sonic nonequilibrium flows written in Fortran 03/08. It was devel-
oped by Lopez and Lino Da Silva,4 and is capable of solving both
Euler and Navier-Stokes compressible-flow equations in 0D (tem-
poral relaxation), 1D (postshock relaxation), or 2D geometries (pla-
nar and axisymmetric). Thermochemical nonequilibrium models
are available, through multitemperature and state-to-state formu-
lations. The CFD solver uses a finite volume method with block-
structured meshes. The Harten-Yee upwind TVD scheme,27,28 which
is a second order spatial and temporal scheme based on Roe’s solver,
is implemented, with an extension to two dimensions using an
Alternating Direction Implicit method.

2. Flowfield governing equations
In the present work, the compressible Navier-Stokes equations

are used to solve for the flowfield properties around the descent
probe. These conservation equations may be written as

∂(ρcs)

∂t
+∇ ⋅ (ρcsV) = ∇ ⋅ Js + ẇs, (1a)

∂(ρV)
∂t

+∇ ⋅ (ρV ⊗V) = ∇ ⋅ [τ] −∇p, (1b)

∂(ρe)
∂t

+∇ ⋅ (ρeV) = ∇ ⋅ (V ⋅ [τ] − pV − q), (1c)

where cs is the species mass fraction, ρ the mixture’s density, V
the velocity vector, p the pressure, e the mixture’s specific inter-
nal energy, and [τ] the viscous stress tensor. The heat-flux vector
is defined without the radiative source term since an uncoupled
approach was employed,

q = −∑
k

kk∇Tk +∑
s
Jshs, (1d)

where kk and Tk are the thermal conductivity and temperature
associated with thermal energy mode k, Js is the mass diffusion
flux vector and hs denotes the species’ specific enthalpy. Finally,
the two-temperature model used (detailed in Sec. III A 5) requires
an additional energy conservation equation for the nonequilibrium
vibrational temperature of H2, described through

∂(ρev,H2)

∂t
+∇ ⋅ (ρVhv,H2) = ∇ ⋅ (JH2hv,H2 + kv,H2∇Tv,H2) + Ω̇V-T.

(1e)

3. Thermodynamic models
A seven species mixture composed of H, He, H2, H+, He+,

H2
+, and e− was considered in the present work, similar to the one

employed in several other postflight studies.1,18,21,29 Jupiter’s unper-
turbed atmosphere is assumed to consist of 86.4% H2 and 13.6% He,

in mole percent, corresponding to the values measured during the
actual flight as reported by Milos et al.2

The thermodynamic properties of the gas are computed from
the classical high-temperature results of statistical thermodynam-
ics.30,31 In particular, the energies associated with each species’ trans-
lational, rotational, vibrational, and electronic excitation energy
modes are computed using, respectively,

etrans,s =
3
2

RsT, s ∈ {All}, (2a)

erot,s = RsT, s ∈ {Mol.}, (2b)

evib,s =
hνs/kBT

ehνs/kBT − 1
RsT, s ∈ {Mol.}, (2c)

eel,s = RsT2 ∂

∂T
( ln Qel,s), s ∉ {e−}, (2d)

where Rs is the specific gas constant, kB represents Boltzmann’s con-
stant, νs is the species’ fundamental vibration frequency and Qel is
the electronic excitation partition function. Electronic-vibrational
energy level constants for H2 were taken from Fantz,32 and rotational
constants from the compilation of Huber and Herzberg.33 Data for
H2

+ was also taken from Huber and Herzberg.33 All electronic level
data for atomic species was taken from NIST,34 and the correspond-
ing number of electronic energy levels used in the evaluation of (2d)
is presented in Table I. The total internal energy of each species es is
then obtained by summing over all individual contributions.

4. Chemical kinetics
Chemical nonequilibrium is taken into account by solving a

mass conservation equation for each species separately [Eq. (1a)].
The mass source term ẇs is modeled via the usual relation, express-
ing the net rate resulting from the forward and backward reactions,

ẇs

Ms
=∑

r
Δνsr{kf ,r∏

s
[Xs]

ν′sr − kb,r∏
s
[Xs]

ν′′sr}, (3)

where Ms is the species’ molar mass and νs ,r are stoichiometric coef-
ficients associated with products (ν′′sr) and reactants (ν′sr) for reaction
r. The forward reaction rates kf ,r are computed from an Arrhenius
equation of the form

kf ,r = CrTαr
f ,c exp(−

Ef ,r

kBTf ,c
), (4)

where Tf ,c is the rate-controlling temperature, while the back-
ward rates kb ,r are calculated from the equilibrium constant for the
reaction.

Several kinetic schemes regarding entry into gas giant atmo-
spheres composed of H2–He mixtures can be found throughout the
literature.1,10,17,21 All of them highlight the importance of properly
modeling molecular hydrogen dissociation, as it is among the first
processes taking place behind the shock wave.1 The kinetic model
employed in the present work is based on the rates obtained by
Leibowitz and Kuo,10 complemented with the associative ioniza-
tion reaction rate for H2

+ used by Furudate.21,29 The reactions and
corresponding constants entering Eq. (4) are presented in Table II.

A word of caution is in order at this point. Upon gathering
and comparing the data available in the literature regarding the
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TABLE I. Number of electronic energy levels considered per species in (2d) for both codes used in this work.

Electronic energy levels

Species SPARK SPARK line-by-line

H 157 111
H+ 1 idem
He 192 197
He+ 148 idem

H2

X1Σg , B1Σ+
u , c3Πu, a3Σ+

g , C1Πu, E1Σ+
g ,

F1Σ+
g , e3Σ+

u , d3Πu, h3Σ+
g , K1Σ+

g , G1Σ+
g ,

i3Πg , I1Πg , j3Δg , J1Δg , D1Πu, H1Σ+
g

idem + B′1Σ+
u , g3Σ+

g , l3Πu, HH̄1Σ+
g , o3Σ+

u ,
B′B̄1Σ+

u , r3Πg , k3Πu, v3Πg , R1Πg , D′1Πu,
s3Δg , n3Πu, P1Σ+

g , O1Σ+, S1Δg , D′′1Σu

H2
+ X2Σ+

g , B2Σ+
g , C2Πu X2Σ+

g

Arrhenius rate coefficients for the kinetic scheme, a discrepancy was
found between the data reported by some authors. More specifically,
Reynier et al.1 used the coefficients employed by Tiwari and Szema17

for reactions R6–R9, which in turn were based on the work of Lei-
bowitz and Kuo.10 However, the Cr coefficients for those reactions
originally reported by these authors were found to be two orders of
magnitude lower than those used by Tiwari and Szema (and, conse-
quently, Reynier et al.). Since the original rates from Leibowitz and
Kuo are the ones recommended for H2–He mixtures,35 they were
employed in the present work for all available reactions.

5. Thermal nonequilibrium
At high altitudes, where the atmosphere is thinnest and the

density is low, collisions occur less frequently and thus the relax-
ation toward equilibrium takes longer. This translates into a larger
nonequilibrium region, reaching as much as 1 cm in the stagna-
tion region, along with a decrease in radiative heating of around
10% in the same location when compared to an equilibrium case,

according to Furudate.21 Thus, thermal nonequilibrium effects were
studied in the present work, using a two-temperature model that
allows for the vibrational energy levels of H2 to be populated accord-
ing to a Boltzmann distribution at a temperature Tv,H2 different
from the remaining thermal modes, which are assumed thermalized
at Ttr.

Despite the attempts in considering a separate free-electron
temperature, unidentified instability problems in the CFD solver
prevented this refined treatment in a potential three-temperature
model. Nonetheless, since the radiative transfer problem is decou-
pled from the flowfield in the present work, and due to the strong
dependence of the radiative field on the free electrons tempera-
ture, Te− was assumed equal to Tv,H2 in the radiative analysis, while
Te− = Texc is assumed by the SPARK LbL solver. Because vibrational-
electronic energy exchanges tend to be significantly more effi-
cient than translational-electronic energy exchanges, this correction
should improve the approximate treatment of the free electrons
temperature employed in the flowfield solution.

TABLE II. Kinetic model employed in the present work and forward rate Arrhenius coefficients entering Eq. (4).

Arrhenius rate coefficients

Reaction Process Cr (m3/mol/s) αr Ef /kB (K) References

R1 H2 + H←Ð→H + H + H 8.347× 1013 −1.0 5.234× 104 10
R2 H2 + He←Ð→H + H + He 4.173× 1012 −1.0 5.234× 104 10
R3 H2 + H2 ←Ð→H + H + H2 1.043× 1013 −1.0 5.234× 104 10
R4 H2 + H+

←Ð→H + H + H+ 8.347× 1013 −1.0 5.234× 104 10
R5 H2 + e−

←Ð→H + H + e− 8.347× 1013 −1.0 5.234× 104 10
R6 H + e−

←Ð→H+ + e− + e− 2.279× 105 0.5 1.578× 105 10
R7 H + H←Ð→H+ + e− + H 6.172× 102 0.5 1.160× 105 10
R8 H + He←Ð→H+ + e− + He 4.883× 102 0.5 1.160× 105 10
R9 He + e−

←Ð→He+ + e− + e− 1.332× 105 0.5 2.852× 105 10
R10 H2

+ + e−
←Ð→H + H 7.076× 108 −0.4 0.000× 1000 21
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TABLE III. Millikan-White coefficients used in this work.35

Interaction AMW BMW

H2–H 65.110 0.006 821
H2–He 69.971 0.004 682
H2–H2 9.673 0.072 500
H2–H+ Same as H2–H
H2–He+ Same as H2–He
H2–H2

+ Same as H2–H2
H+

2 –s Same as H2–s

Thermal nonequilibrium requires solving Eq. (1e), which con-
tains a vibration-translation energy exchange term Ω̇V-T. The con-
ventional Landau-Teller equation is employed for this term, with
the vibrational relaxation times provided by the empirical Millikan-
White correlation,

(τs,c
vib)

V–T
= e

AMW
s,c (T−

1
3 −BMW

s,c )−18.42
(

p
101325

)
−1

. (5)

The formulation presented by Thivet et al.36 is then used to com-
pute the global vibrational relaxation time for species s from the
interspecies ones provided by Eq. (5). The Millikan-White coeffi-
cients used in the present work are presented in Table III, following
the refit reported by Palmer et al.35 that was obtained from joining
previous relaxation times given in two complementary temperature
ranges.37–39 However, data are only provided for H2–H, H2–He, and
H2–H2 interactions. Similar coefficients are assumed for the remain-
ing secondary collisions, as indicated in Table III. This approxi-
mation should have a negligible impact on the energy-exchange
modeling since charged species are not present to a significant
extent.

6. Transport models
One important outcome of this work was the implementation

of an updated database compatible with the improved Gupta/Yos
formulation in SPARK, allowing for this transport model to be
applied to atmospheres other than Earth’s. The major motivators
for this upgrade are detailed collision cross section (CCS) calcu-
lations published in the recent years by the Bari chemistry group
for Jupiter-atmosphere species,40 not to mention the phenomeno-
logical approach developed for Mars,41 for which the CCS param-
eters are defined in terms of physical properties of the interacting
species, thus circumventing the difficult process of finding inter-
species CCS data. These transport properties—viscosity, thermal
conductivity, and mass diffusion—are typically computed using
the Wilke/Blottner/Eucken model (abbreviated to Wilke from now
on), which is known to provide inaccurate results as temperatures
increase beyond the onset of ionization.42,43 The high temperatures
encountered for Jupiter entries render this model unsuitable for
transport properties calculations, the next best option being the
Gupta/Yos model.

In the Wilke transport formulation, Wilke’s mixing rules are
employed to compute the mixture’s viscosity and thermal conduc-
tivities from the individual species contributions.44 These are in turn
estimated from Blottner’s curve fits45 as a function of temperature,

using the coefficients provided by Reynier et al.1 for H2–He mix-
tures. Finally, a unit Schmidt number is assumed when comput-
ing single species’ thermal conductivities using Eucken’s generalized
relation, and a constant Lewis number of 0.39 is set for obtaining the
mass diffusion coefficient.

The commonly known Gupta/Yos model46 is based on a sim-
plification of the Chapman-Enskog solution first proposed by Yos.47

This simplification neglects the transfer of momentum or energy
between species by collisions, a physical trait modeled in the math-
ematical formulation through the presence of nondiagonal terms in
the first-order Chapman-Enskog determinant, leading to an over-
prediction of the mixture’s thermal conductivity.46 To quantify the
practical implications of this approximation in the context of H2–
He mixtures, two Gupta/Yos models were developed and compared.
The Gupta/Yos 1st Order model uses the simplification, embody-
ing the conventional Gupta/Yos formulation commonly employed.
The Gupta/Yos 2nd Order one uses the more accurate formulas pro-
posed by Yos,47 which take into account the effects of these nondi-
agonal terms. Both models are described in detail in the literature,46

and their implementation is straightforward.
Either variant of the Gupta/Yos model requires knowledge of

the CCSs for all possible pairs of species present in the mixture at a
given time. The database implemented in SPARK and used through-
out this work follows that reported by Bruno et al.,40 who provide a
set of curve-fit expressions and coefficients for Jupiter-atmosphere
components, valid between 50 and 50 000 K. To account for res-
onant charge-transfer processes, a charge-exchange correction is
applied to the interactions H–H+, He–He+, and H2–H2

+. However,
for H–H2

+, He–H2, He–H2
+, H2–He+, and H2–H2

+ interactions,
no data are presented. For these, the phenomenological potential
approach proposed by Pirani et al.51 is implemented to evaluate
the collision integrals. These interactions are compared in Fig. 3 to
those published by Biolsi49 and Sokolova48 for temperatures ranging
1000–25 000 K, and 2000–30 000 K, respectively. Reasonable agree-
ment is found for the H–H2

+ and H2–H2
+ interactions, provided

the charge-exchange correction is applied to the latter. On the other
hand, He–H2 and He–H2

+ phenomenological interactions present
significant deviations from Biolsi and Sokolova’s data. The use of the
approach in these cases is justified, first, for consistency (since it was
the approach employed by Bruno et al.,40 and was kept here to allow
for later comparisons) and, most importantly, because the interact-
ing species always coexist in negligible amounts inside the shock
layer, meaning their effect on the mixture’s transport properties will
be negligible. The same may be said regarding the H2–He+ collision
pair, for which no data were found for comparison. Finally, charged-
species CCSs are evaluated assuming a screened Coulomb poten-
tial, adopting the expression and coefficients proposed by Wright
et al.52 Higher-order CCSs, required by the 2nd Order Gupta/Yos
formulation, are avoided by making direct use of the curve fits for
the ratio B∗.

The transport properties obtained using these three models and
an equilibrium H2–He mixture at 1 atm were compared with sev-
eral sources, including: Biolsi’s transport properties,53 Reynier et al.’s
Bari model,1 Bruno et al.’s detailed calculations using a higher-order
Chapman-Enskog approximation,40,50 and a rapid calculation using
NASA’s CEA code.54 Note that the composition of the atmosphere
assumed by these sources varied slightly. While Biolsi’s and Bruno
et al.’s data consider xH2 = 0.89 and xHe = 0.11 (molar fractions),
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FIG. 3. Comparison of CCSs computed using the phenomenological approach with several sources.40,48–51 (a) H–H2
+. (b) He–H2. (c) He–H2

+. (d) H2–H2
+. † CCS before

charge-exchange correction. ‡ CCS after charge-exchange correction. ⋆ No data were found regarding H2–H2
+ (2, 2).

Reynier et al.’s and CEA’s data corresponds to a composition of xH2
= 0.864 and xHe = 0.136, similar to the one assumed in the present
work. The comparison is presented in Fig. 4.

To the left, the Wilke model is seen to significantly underpre-
dict the viscosity of the mixture between 5000 and 25 000 K. On the
contrary, the Gupta/Yos 1st Order model overpredicts the viscos-
ity by 50%–100% between 10 000 and 25 000 K. When comparing
Bruno et al.’s data with the Gupta/Yos 2nd Order calculation, a
better agreement is found between 20 000 and 25 000 K, but signif-
icant discrepancies still occur between 10 000 and 20 000 K. Differ-
ences between the Gupta/Yos 1st and 2nd Order models may reach
200% at 15 000 K, just by considering the effect of the nondiagonal
terms. Among all sources, Biolsi’s data are seen to provide the best
agreement with Bruno et al.’s detailed calculations.

Regarding thermal conductivity, the Wilke model again leads
to a significant underprediction above 5000 K. The large thermal

conductivities obtained by Bruno et al. at higher temperatures are
a result of considering a third-order Chapman-Enskog approxima-
tion for the electrons’ translational thermal conductivity.51 Again,
the effect of considering the 2nd Order model over the 1st Order
one is clearly seen. As aforementioned, the conductivity of the for-
mer model is decreased below that of the latter. However, this results
in a less accurate calculation when compared to Bruno et al.’s data,
especially above 10 000 K. The two peaks observed in the CEA calcu-
lation correspond to the onset of H2 dissociation and H ionization,
respectively, resulting from considering the reactive component of
the specific heats in the calculation of internal thermal conductivity
contributions, which does not enter the remaining data sets. A good
agreement for mass diffusion coefficients is obtained between the
Gupta/Yos models and Biolsi’s calculations. However, large discrep-
ancies are observed when compared with the Wilke model, except
for He+ and H2

+, for which an acceptable agreement is obtained.
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FIG. 4. Comparison of transport properties obtained from various models and literature data for equilibrium H2–He mixture at 1 atm. The different shades of the same color
on the right correspond to a calculation of the internal thermal conductivity contribution using different thermodynamic models: dark filled markers—analytic model described
in Sec. III A 3, light filled markers—Capitelli coefficients, and light open markers—NASA9 coefficients.

In summary, the Wilke/Blottner/Eucken transport model con-
firms its inaccuracy at temperatures exceeding 5000 K, for which
the Gupta/Yos model predicts significantly higher coefficients. In the
present work, the Gupta/Yos 2nd Order model was adopted for sim-
ulating Galileo’s entry, and the Gupta/Yos designation corresponds
to the 2nd Order model from now on.

B. Radiation models
1. SPARK line-by-line radiative code

SPARK Line-by-Line (SPARK LbL), formerly known as SPAR-
TAN, is a line-by-line radiative code maintained at Instituto de
Plasmas e Fusão Nuclear6,7 that computes the frequency-dependent
emission and absorption coefficients of a gas mixture under
nonequilibrium conditions. It is a libre code written in Matlab,
although progress is underway toward an optimized Fortran version.
While the code has been primarily developed for the simulation of
low-pressure, high-temperature plasmas, characteristic of planetary
atmospheric entry applications, it can also serve other applications
such as combustion and low-temperature plasma radiation, using a
detailed spectral database encompassing 134 different systems.

The code’s numerical routines are capable of simulating
bound atomic and molecular radiation with fine-structure effects
(singlet, doublet, and triplet transitions, with Lambda-doubling
effects). Bound-free radiation like photodissociation, photoion-
ization, and photodetachment transitions can be accounted for
according to available cross sections from the literature, regard-
less of whether they are cross sections integrated over specific tem-
perature ranges, or state-specific cross sections. Free-free transi-
tions like Bremsstrahlung are also accounted for, using the most
popular theoretical and semiempirical expressions found in the
literature.

The Voigt line profile routine is able to account for Doppler
and Lorentz collisional broadening processes (collisional, resonance,
van der Waals, and Stark). It has been specifically tailored for fast

and accurate spectral simulations through the application of a vari-
able spectral grid adaptive algorithm.6 Calculations are fully cus-
tomizable by the user, allowing compromises between accuracy and
computation speed.

The code is split in two blocks: an excitation module, pro-
viding the populations of the atomic and molecular species inter-
nal levels, and a radiative module, which calculates the emission
and absorption coefficients. The excitation routine currently calcu-
lates the internal levels populations considering multitemperature
(Trot, Tvib, Texc) Boltzmann distributions, but may be bypassed with
the direct supply of internal levels populations from an external
hydrodynamic/state-to-state code.

2. Radiative database definition
The definition of a spectral database suited to the Galileo entry

conditions has been carried out.
First, as the extremely high postshock temperatures lead to a

highly dissociated flow, great care must be exerted in defining a
detailed set of atomic transitions, encompassing bound, and con-
tinuum transitions. A considerable advantage of atomic radiation
modeling is that the number of radiative transitions is moderate.
Accordingly, calculation times and spectral grid sizes are kept rea-
sonably low. Thus, the atomic spectral database accounts for as
much radiative transitions as possible, regardless of their quantita-
tive significance. For example, the contribution from bound tran-
sitions of He and He+ may in general be neglected since the first
excited states lie, respectively, 20 eV and 40 eV above the ground
state. This means these will not be considerably populated for the
temperature range of interest, if a Boltzmann distribution for the
internal levels is assumed. Nevertheless, these radiative systems have
been accounted for the sake of completeness, as they also have a neg-
ligible impact on calculation times and spectral grid sizes. All the
atomic line data are issued from NIST.34

As the ionization degree of the flow is considerably high, great
care must be exerted when modeling the broadening mechanisms
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for these atomic transitions, especially for what pertains to Stark
broadening mechanisms. Two possibilities may be considered: either
a general expression may be used, such as the one proposed by John-
ston for N and O atomic transitions,55 or a reference Full Width at
Half Maximum (FWHM) for each transition may be supplied and
then scaled for the electronic temperature and density of the gas.56

Since radiation from H atomic lines is key to the overall radiative
fluxes, a literature review was carried out for the FWHM measured
for the different H transitions, for a range of electronic temperatures
and densities. The data are then fitted to the expression (note that
Stark shift is ignored in the present model):

ΔλSB(Ne− , Te) = ΔλSB,0(
Te

10 000
)

m
(

Ne−

1022 )
n
, (6)

where ΔλSB,0 is the reference Stark FWHM for the transition, Te
is the electron-electronic temperature, and Ne− the electron num-
ber density. Whenever the m and n exponents are not supplied, m
= 2/3 and n = 1 are assumed (m = 2/3 was found to better represent
the Te dependence than the value m = 1/3 proposed by Park for air
species55).

The data used for the fit to Eq. (6) was retrieved from Griem56

for the Lyman (α, β, γ, δ) and Balmer (α, β, γ, δ) transitions, Ref. 57
for the Paschen (α, β) transitions, Ref. 58 for the Paschen γ transi-
tion, Ref. 59 for the Brackett (α, β) transitions, and estimated for the
Pfund α transition. The fitting parameters are presented in Table IV.
From this data, a semiempirical general function for the missing
transitions of hydrogenoïd species was derived, similar to the one
proposed by Johnston for air species,55

ΔλSB,0 = 1.72 × 10−21
× (Eion − Eu)

2.5λ1.7n9.3
u , (7)

TABLE IV. Compiled ΔλSB,0 Stark broadening parameters for the main transitions of
atomic hydrogen.

Transition ΔλSB ,0 (Å) n m

Lyman α 0.0077 0.820 −0.27
β 0.2588 0.670 0.04
γ 0.1903 0.900 −0.53
δ 0.8088 0.690 0.03
ϵ 2.4480 0.300 0.05

Balmer α 1.5549 0.810 −0.23
β 9.7473 0.670 0.03
γ 11.5227 0.870 0.00
δ 21.1192 0.680 0.06

Paschen α 23.5440 0.667 0.38
β 74.2190 0.667 0.38
γ 87.9980 0.667 0.38

Brackett α 158.7400 0.750 0.33
β 238.1100 0.750 0.33

Pfund α 0.7260 0.667 0.33

which is used whenever data are absent for specific transitions. In
Eq. (7), Eion is the ionization energy, Eu is the upper state energy, nu
the main quantum number of the upper state, and λ is the transition
wavelength in Ångström.

Besides the atomic transitions, H2 transitions are also con-
sidered, in an effort to determine its impact using a line-by-line
approach. This molecule is present to a certain extent in the shock-
layer (before dissociation) and near the wall (due to recombina-
tion processes), and thus its effects on the radiative heating may
be important. The Lyman (B1Σ+

u–X1Σ+
g ) and Werner (C1Πu–X1Σ+

g )
VUV transitions are considered, which will be the more relevant in
terms of emission, since the B1Σ+

u and C1Πu are the lowest excited
states that may radiate toward the ground state (X1Σ+

g ). The weaker
Fulcher band (d3Πu − a3Σ+

g ) was also included in the database.
Likewise, the transitions B′1Σ+

u–X1Σ+
g , D1Πu–X1Σ+

g , B′′B1Σ+
u–X1Σ+

g ,
and D′1Πu–X1Σ+

g are accounted for since they are connected to the
ground state. Although these will be weakly emissive transitions,
due to the higher-lying states B′1Σ+

u , D1Πu, B′′B1Σ+
u , D′1Πu being

sparsely populated, they will be strongly absorptive, considering the
opposite is true for the ground state X1Σ+

g .
For the X1Σ+

g level energies, the data proposed by Pachucki60 is
fitted to adequate Dunham and v-dependent constants, while for the
B1Σ+

u and C1Πu states the same procedure is applied to the levels
measured by Abgrall.61 The Dunham coefficients for the higher-
lying states are retrieved from the Huber and Herzberg compila-
tion33 (these will be superseeded by data derived from the potential
curves proposed by Fantz32 in the future.). Finally, the transition
probabilities use the data compiled by Fantz.32

This data set for discrete atomic and diatomic transitions
has been complemented by a data set for continuum transi-
tions (bound-free photodissociation/photoionization, and free-free
Bremsstrahlung), also following an extensive literature review. Since
continuum transitions typically lead to compact spectral grids, all
possible transitions from all species are considered, regardless of
how marginal these may be. A great majority of this data is issued
from astrophysical plasma research since H and He species make up
for a majority of the Universe.

Table V presents the entire spectral database considered in the
scope of this work.

3. Radiation database verification
In this section, the absorption coefficients obtained with

SPARK LbL’s spectral database are compared with those published
by Perrin et al.9 using the HTGR code database. Note that SPARK
LbL’s database adopts significantly more radiative systems than
HTGR, which considers only bound-bound H and He atomic transi-
tions, photoionization continua for H and He, bound-bound Lyman
(B1Σ+

u–X1Σ+
g ) and Werner (C1Πu–X1Σ+

g ) molecular bands for H2,
as well as free-free Bremsstrahlung. The comparison is performed
using an equilibrium H2–He mixture at 1 atm and initial molar
composition in the ratio H2:He = 89%:11%. The spectral absorp-
tion coefficients resulting from both databases are presented in Fig. 5
for two temperatures: 5000 K, representative of the boundary layer
temperature surrounding Galileo’s TPS, and 20 000 K, close to the
temperatures found in the high-temperature shock layer.

The results show good agreement between the two spec-
tral databases, although a more pronounced Stark broadening of
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TABLE V. Description of spectroscopic database for H2–He mixtures developed in the present work for SPARK LbL.

Electronic Upper state - Bands
Species Database Model Lines levels References Species System lower state (v′max, v′′max) References

Atomic lines Molecular band systems

H NIST . . . 24 . . . 34 H2 Lyman B1Σ+
u − X1Σ+

g (10, 10) 32, 60, and 61
He NIST . . . 152 . . . 34 Werner C1Πu − X1Σ+

g (10, 10) 32, 60, and 61
He+ NIST . . . 140 . . . 34 Fulcher d3Πu − a3Σ+

g (18, 18) 32 and 62

Atomic photoionization B′ − X B′1Σ+
u − X1Σ+

g (8, 10) 32, 33, and 63

H TOPBase Level Qa . . . 55 64 D − X D1Πu − X1Σ+
g (10,10) 32, 33, and 63

He TOPBase Level Qa . . . 53 64 B′′B − X B′B̄1Σ+
u − X1Σ+

g (10,10) 32 and 33
He+ TOPBase Level Qa . . . 55 64 D′ − X D′1Πu − X1Σ+

g (10,10) 32 and 33

Atomic photodetachment Species Database Model Lines References

H− . . . Global Qa . . . . . . 65 and 66 Molecular photoionization

He− . . . Global Qa . . . . . . 67 H2 . . . Global Qa . . . 68–70

Bremsstrahlung Molecular photodissociation

H . . . Global Qa . . . . . . 71 H2 . . . Global Qa . . . 72 and 73
He . . . Global Qa . . . . . . 74 H2

+ . . . Global Qa . . . 72
He+ . . . Global Qa . . . . . . 75
H2

− . . . Global Qa . . . . . . 76

hydrogen atomic lines is observed in the HTGR database, especially
at 20 000 K. As temperatures increase, the molecular absorption
lines of H2 present in the UV region are progressively overcome by
atomic H Lyman absorption. At lower temperatures, as in the 5000 K
case presented, these molecular absorption mechanisms are still very
important. This raises the question of whether or not the assumption
of neglecting H2 radiative processes is reasonable, as has been almost
exclusively done in the past. There are two regions in the flow where
H2 exists in significant amounts: near the wall, where atomic H
recombination occurs, and at the shock location, just before the tem-
peratures increase beyond the onset of dissociation. The increased
emission from H2 transitions in the shock region, counteracted by
the potential increase in absorption resulting from inclusion of these
mechanisms in the boundary layer, were investigated in the present
work.

C. Radiative transfer modeling
The energy transfer process resulting from radiative transitions

is modeled through the solution of the radiative transfer equation,
which may be written in the form

Iθ,ϕ
ν (L) = Iθ,ϕ

ν,0 e−τν(L) + ∫
τν(L)

0

jν
κν

e−(τν(L)−τν) dτν, (8)

expressing the spectral intensity of radiation as a function of the
spectral coefficients jν, κν, and optical thickness σν at a position L
along the line of sight specified by the direction (θ, ϕ). The radiative

heating the probe experiences during entry is obtained by integrat-
ing Iθ,ϕ

ν over the spectral and hemispherical domain, after solving
Eq. (8) for the spectral directional intensity at every location along
the wall, that is,

qrad = ∫

∞

0
∫

2π

0
∫

π/2

0
Iθ,ϕ
ν,wall cos θ sin θ dθ dϕ dν. (9)

The formulation often employed to solve Eq. (8) is the tangent-slab
approximation, which is known to overpredict the radiative heating
at the stagnation region by 10%–15%, whereas differences of up to
70% have been reported77,78 for the shoulder and afterbody regions
when compared to the ray-tracing approach. Both models were
implemented in a radiative transfer module in Fortran and inte-
grated with the SPARK LbL spectroscopic database. A description
of both approaches for radiative transfer and their implementation
details will now be presented.

1. Tangent-slab approximation
The fundamental assumption behind this approximation is that

the variation of the flow properties along a line of sight normal
to the body is considered to extend along an infinite slab tangent
to the wall (hence the name) at any given point. Equivalently, the
flow properties are considered to vary only in the direction normal
to the body for the purpose of the radiative transfer computations.
The concept is displayed in Fig. 6, illustrating its application to the
stagnation point of a given flowfield. This approximation prevents
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FIG. 5. Comparison of SPARK LbL and HTGR’s spectral databases for H2–He
mixture at 5000 K (top) and 20 000 K (bottom). The detailed molecular absorption
lines between 60 000 and 110 000 cm−1 could not be manually retrieved from the
source,9 although they are present in the reported HTGR results.

radiative transitions having an impact other than at the wall loca-
tion directly normal to them, leading to a localized modeling of
inherently nonlocal phenomena.

The tangent-slab assumption allows the evaluation of the direc-
tional integral in Eq. (8) to be performed analytically, lending a great
deal of simplification to the approach when computing the radiative

heating through Eq. (9). This radiative heat flux is now simply

qTS
rad = 2π∫

∞

0
∫

z∞

0
jν E2[τν(z)] dz dν, (10)

where E2(x) is the exponential integral of order 2, for which an
approximation is provided by Johnston,79

E2(x) ≈ 0.2653e−8.659x + 0.7347e−1.624x. (11)

2. Ray-tracing
The ray-tracing approach is a more physically consistent

method since it relies on the direct integration of Eq. (8) along a
set of rays/directions. The equation is solved for every frequency by
marching along a given ray between the upstream and wall bound-
aries to obtain the spectral intensity Iθ,ϕ

ν,wall at the vehicle’s surface. The
process may be easily parallelized by distributing the rays to different
processor threads, as was done in the present work, and the radiative
heating is then obtained from Eq. (9).

Given that several hundred rays are generally required for an
accurate directional discretization of the hemisphere, each of which
intersecting on the order of 100 cells in the computational domain,
and that an accurate spectral resolution for emission and absorption
coefficients generally requires between 104 and 105 frequency points,
or even 106–107 if a detailed line-by-line method is employed, as
is the case in this work, it is no surprise that preference is given
to the computationally friendly tangent-slab approximation. This is
accentuated when flowfield-radiation coupling is considered since
in this case the rays must cover the whole spherical domain at every
point in the flowfield, not just the ones at the wall. However, John-
ston and Mazaheri80 have shown that a coupled tangent-slab solu-
tion may be used in conjunction with a final ray-tracing iteration
to provide radiative heating values within 1% accuracy in coupled
flowfield-radiation simulations. In the present work, the flowfield
and radiation are treated in an uncoupled approach.

At the heart of the ray-tracing model is the directional dis-
cretization of the hemispherical domain providing the directions (θ,
ϕ) along which Eq. (8) is solved. A simple approach that is often
(inadequately) implemented is to select a set of constant Δϕ and
Δθ values and subdivide the domain into equally spaced intervals,
resulting in a cluster of rays near the poles, as can be observed in
Fig. 7(a). The alternative technique implemented in the present work
relies on the so-called Fibonacci Lattice, which distributes points
along a tightly wound generative spiral contained on the surface
of the sphere.81 The lattice points are generated as follows. Letting

FIG. 6. Tangent-slab approximation. The
two-dimensional flowfield profile (right) is
approximated at a point by transferring
the variation along the normal to that
point into a slab tangent to the wall that
extends to infinity (left).
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FIG. 7. Different approaches for directional discretization compared. (a) Constant
(Δθ,Δϕ). (b) Fibonacci Lattice.

i range from −NFL to NFL, where NFL is any natural number, the
spherical coordinates of the ith point are given in radians by

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

θ(i) =
π
2
− arcsin(

2i
2NFL + 1

),

ϕ(i) = 2πi(ϕ̃)−1,

(12)

where ϕ̃ is the golden ratio, defined as ϕ̃ = (1+
√

5)
2 . The spheri-

cal sampling of points using the Fibonacci Lattice is presented in
Fig. 7(b), where the two approaches with 737 rays are compared. The
improved uniformity provided by this distribution is evident when
compared to the constant (Δθ,Δϕ) grid.

When considering axisymmetric flows, the inherently three-
dimensional ray-tracing radiative transfer problem may be solved in
just two dimensions by taking advantage of their symmetric nature.
Specifically, one should exploit the fact that any point (x, y, z) in the
domain may be traced back to an equivalent point (x, ȳ, 0) with the
same flow properties.82 Letting x be the symmetry axis, this mapping
is encoded in the transformation

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

x2D = x3D,

ȳ2D =

√

y2
3D + z2

3D.
(13)

Once the directional discretization is set up and the trajecto-
ries of the rays through the flowfield are known, the emission and
absorption coefficients must be found along each line of sight. These
depend on the flowfield temperatures and number densities, which
are only defined on the CFD grid cell-centers. Thus, the accuracy of
the radiative transfer algorithm will be subject to the way the cell-
centered CFD solution is used by the radiative solver. The current
option available in SPARK LbL is to feed the cell-centered temper-
atures and species’ number densities to the radiative solver, which
then outputs the corresponding spectral coefficients defined at the
cell-centers. However, in general the rays’ trajectories along which
the spectral coefficients need to be found will not coincide with the
grid cell-centers, meaning an approximate treatment must typically
be employed.

The simplest option is to consider the emission and absorption
coefficients to be constant along a given cell, inheriting the spec-
tral values of the cell-center. However, this may potentially intro-
duce large spatial integration errors in locations where the mesh
is coarse, or if the integration is carried out over lengthy rays, in
which case the error accumulates with each cell. Another option
is to assume a linear variation of the spectral coefficients between
cells. This assumption for the absorption coefficient would result in
an integral that cannot be evaluated analytically, leading to a costly
numerical integration. The alternative suggested and implemented
by Johnston and Mazaheri80 is to consider a linear variation for the
emission coefficient and a constant value for the absorption coeffi-
cient. Both options were implemented and compared in this work,
and will now be briefly described.

a. Constant coefficient approach. Here, the radiative transfer
equation is solved by marching along a given ray through the cells it
intersects and solving the equation

Iout
p = Iin

p e−κ
(i,j)
ν Lp +

j(i,j)ν

κ(i,j)ν
[1 − e−κ

(i,j)
ν Lp] (14)

in a cell-by-cell philosophy, where Iin
p and Iout

p are the radiative inten-
sities entering and leaving a given intersected cell, Lp is the length of
the intersection with cell (i, j), and p is simply an index representing
the cell intersection number for the given ray. The marching pro-
cedure starts at the upstream boundary with Iin

1 = 0 and Eq. (14) is
computed iteratively using the relation Iin

p = Iout
p−1 until the algorithm

arrives at the wall.

b. Linear interpolation approach. Referring to Fig. 8, each ray
is subdivided in segments, each delimited by interpolation points
spread along the ray. These are the midpoints of the intersection
between the ray’s trajectory and the computational grid and are
labeled sp according to the intersection number, where s is the dis-
tance traveled along the ray between the wall and the upstream
boundary. Two additional interpolation points are defined at the ray

FIG. 8. Numerical implementation of the linear ray-tracing interpolation approach.
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extremities, namely, s0 and sNp+1, and the linear interpolation is per-
formed between the interpolation points along a given ray. Hence,
the spectral coefficients must be defined at each of these locations.
Since these are only defined at the cell-centers, it was assumed that
the spectral coefficients at a given interpolation point are equal to
their value at the cell-center they belong to, as represented by the
connections in Fig. 8.

With these assumptions, the radiative intensity of a given ray
reaching the wall, Iν(s0), is equal to

Iν(s0) = Iν(smax)e−τν(smax)

+
pmax−1

∑
p=0

ap

c2
p
[(cpsp + 1)e−τν(sp) − (cpsp+1 + 1)e−τν(sp+1)]

+
pmax−1

∑
p=0

bp

cp
[e−τν(sp) − e−τν(sp+1)], (15)

where the coefficients ap, bp, and cp are defined in Ref. 80.
Regardless of the option chosen for the spatial integration of

the radiative transfer equation, the final step in obtaining the surface
radiative heating is the directional integration over the hemisphere,
as defined by Eq. (9), followed by an integration over the spec-
tral domain. Regarding the directional integration, a typical inte-
gration quadrature cannot be employed since the directional grid
constructed from the Fibonacci lattice is irregular in θ and ϕ. This
complication can be avoided by using a Monte-Carlo-based inte-
gration technique, which is justified by the small number of vari-
ables and the large number of rays (samples). The spectral radiative
heating at a given location at the wall is then simply

qν = 2π
1

Nrays

Nrays

∑
r=1

Iν,r cos θr , (16)

FIG. 9. Directional discretization convergence analysis at three different locations
along the body.

where Nrays represents the total number of rays considered for a
given wall point, and θr is the angle between the ray and the wall nor-
mal. The resulting qν is then integrated over the frequency spectrum
to yield the surface radiative heating.

The ray-tracing approach implemented in this work has been
validated in the past. Predictions for the Exomars entry83 were found
to produce the same results as an independent ray-tracing calcu-
lation.84 Nonetheless, the convergence of the improved directional
discretization implemented in this work is assessed by comput-
ing the radiative heat fluxes at three different locations along the
body (namely, the stagnation point, ARAD 3 and ARAD 7–8—both
shown in Fig. 10) using (16) with an increasing number of rays.
The results are presented in Fig. 9. Although significant fluctuations
occur at lower levels of directional discretization, the results show
surprisingly good levels of accuracy at a relatively low number of
rays (just 50 rays are sufficient to keep the accuracy to within 5% of
the value computed using 1500 rays).

IV. RESULTS AND DISCUSSION
This work focuses on the trajectory point of Galileo at 180 km

altitude, where strong nonequilibrium conditions are expected due
to the low density atmosphere. Reynier et al. recently studied
the convective heat fluxes at this trajectory point under nonequi-
librium conditions,1 allowing for qualitative comparisons to be
drawn. Table VI presents the flowfield test matrix simulated in the
present work. The influence of the two transport models (Wilke and
Gupta/Yos) described previously is assessed in both thermal equi-
librium and nonequilibrium conditions (1T and 2T), assuming an
axisymmetric laminar flow with no angle of attack.

All simulations assume an isothermal, noncatalytic wall at
3000 K, conditions similar to those used by Reynier et al.1 Wall
catalycity effects are expected to be overshadowed by the intense
ablation products injection near the wall, and thus, its effects
should be unimportant. Assuming a wall temperature of 4000 K
did not show a significant influence on the flowfield, according
to Reynier.24 The thermodynamic, kinetic, and energy-exchange
models described previously were applied, and whenever thermal
nonequilibrium was considered (2T cases in Table VI), the modi-
fied Park rate-controlling temperature model is applied to the for-
ward rate for the dissociation reactions of H2, using an exponent
of 0.7.

The computational domain surrounding the Galileo probe is
illustrated in Fig. 10. Two ARAD sensors, representative of mid-
body and near-shoulder regions, are also displayed. Sensitivity stud-
ies presented later were conducted at these locations, together with
the stagnation point. The mesh was refined at strong-gradient

TABLE VI. Test matrix used in the present work.1,2

Case Alt. (km) Time (s) V (m s−1) T (K) p (Pa)

Wilke 1T

180 42.06 46 674 161.9 27.5Wilke 2T
Gupta/Yos 1T
Gupta/Yos 2T
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FIG. 10. Computational mesh used in CFD simulations.

regions and extended beyond the strong expansion issuing from
the shoulder. This extension was necessary so as to properly treat
ray-tracing computations near this region; otherwise, the computa-
tional domain would not be defined for part of the hemispherical
domain at this location. However, this introduced significant chal-
lenges to the simulation of the flow, as the large expansion would
reduce the pressure to near-vacuum values, and the solution there-
fore easily destabilized, despite the implicit scheme used for tempo-
ral discretization. A suggested workaround was given to the author
by Markus Fertig at the 8th International Workshop on Radiation
of High Temperature Gases. If the sonic line reattaches to the body
before the shoulder [as is the case here—see Fig. 12(a)], the shoul-
der expansion does not require modeling if one only cares for the
forebody solution, and the conical region may simply be extended
with no impact on the forebody flowfield. Unfortunately, there was
no time to follow the suggestion in the present work, despite having
the potential to solve part of the stability issues faced.

On top of this, the extreme velocity and very small Courant–
Friedrichs–Lewy numbers required to stabilize the numerical
scheme (dynamically adjusted from 10−4–10−2 at the start to 10−1

closer to convergence), meant that very small time steps were used
[O(10−12s)], and convergence took a long time. Furthermore, the
time marching procedure toward steady-state could not handle a
starting condition at 46 674 m s−1. As a result, the strategy developed
for allowing the solution to evolve was: start the simulation initially
at 2 km s−1, then let the shock detach from the surface and relax
to a distance from the wall; then, increase the velocity to 10 km s−1

and allow for subsequent relaxation; finally, increase the velocity to

its final value of 46.674 km s−1 until steady-state (convergence) is
attained.

A. Flowfield and convective heating
The computational grid was established on the basis of a mesh

convergence study performed on a 1T model flowfield. A total of
four meshes were studied in terms of convective, radiative, and total
heat fluxes on the surface of the probe. The stagnation line temper-
atures were also followed closely, providing both local and global
criteria for the convergence of the solution. The results of this study
are presented in Fig. 11, where the radiative heating was obtained
using the ray-tracing approach. Clearly, there is not much gain in
increasing the number of cells in the direction normal to the sur-
face above 60. As a result, a 72 × 60 mesh was used throughout this
work.

General features of the 2T Gupta/Yos flowfield around Galileo
at the 180 km altitude trajectory point are presented in Fig. 12. At
the left, the Mach number contours near the stagnation region are
shown. The subsonic flow rapidly accelerates to supersonic speeds
along the spherical portion of the domain, and the sonic line attaches
back to the body close to the start of the conical section of the probe.
The flow is then mostly supersonic, except in the small region of
the boundary layer near the wall, where viscous effects dominate.
Figure 12(b) shows the temperature field over the probe. The flow
reaches a maximum temperature above 28 000 K at the stagnation
line, near the shock. The refined mesh is able to capture the bound-
ary layer gradients, and the predicted shock standoff distance is
about 1.7 cm, 13% higher than the 1.5 cm predicted by Reynier1 at
the same trajectory point.

The mole fraction fields of H and e− are displayed in Figs. 12(c)
and 12(d). While atomic hydrogen is the biggest source of radiative
heating experienced by the probe’s TPS, the electron allows a direct
assessment of the degree of ionization in the flow. Since the chemi-
cal composition is mainly governed by the kinetic model employed,

FIG. 11. Mesh convergence study performed on the convective, radiative, and total
heat fluxes impacting the wall.

Phys. Fluids 31, 106104 (2019); doi: 10.1063/1.5115264 31, 106104-14

Published under license by AIP Publishing

https://scitation.org/journal/phf


Physics of Fluids ARTICLE scitation.org/journal/phf

FIG. 12. Flowfield features of 180 km altitude trajectory point. (a) Mach number contours. (b) Temperature field (Gupta/Yos 2T). (c) H mole fraction field. (d) e− mole fraction
fields.
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both transport models produce similar results. Atomic hydrogen is
the main species present in the shock layer, resulting from rapid
H2 dissociation after the shock, making up for more than 90% of
the mixture’s chemical composition. Electrons reach a maximum of
about 1.1% in the rapid expansion after the shoulder, as a result of H
ionization. In addition, electron mole fractions increase toward the
wall as the avalanche promoted by ionization reactions builds up.
With no wall catalycity, recombination is not enforced at the wall,
and thus, electron mole fractions do not decrease in this region. The
maximum H mole fraction agrees with that predicted by Reynier
et al.1 However, due to the different kinetic rates employed, stronger
ionization levels are predicted by the author toward the bound-
ary layer, reaching a maximum electron mole fraction of 0.28. This
is mostly a result of H ionization, and thus, the H mole fraction
decreases toward the boundary layer, as opposed to that presented
in Fig. 12(c).

Figure 13 presents the stagnation line temperatures obtained
for the four flowfields considered, as well as a comparison with
Reynier et al.’s results.1 Regarding the Gupta/Yos cases, a 6% higher
temperature peak is observed when thermal nonequilibrium is con-
sidered. Moreover, the nonequilibrium region extends for 3–4 mm
after the shock, a value four times larger than the maximum of 1 mm
predicted by Park,23 where Leibowitz and Kuo’s rates were used to
estimate the nonequilibrium thickness for the Galileo case through-
out its trajectory. Despite this apparently small thickness, it will be
important when considering radiation from H2, as will be discussed
in Sec. IV B. After the two temperatures thermalize, the remaining
shock layer is essentially in thermal equilibrium, and both 1T and
2T solutions agree. Regarding the Wilke case, similar considerations
apply between the 1T and 2T cases. Reynier et al.’s temperature pro-
files significantly differ from the ones obtained in the present work.
However, the differing kinetic rates mentioned in Sec. III A 4 are not
the sole cause of the discrepancies. The rates employed by Reynier
et al. were used in a separate Wilke 2T case (not presented here) and

FIG. 13. Stagnation line temperature comparison.

the disagreement persisted. Thus, the most likely explanation is the
use of different thermodynamic databases by both codes.

When comparing both transport models, several observations
should be pointed out. First, the Wilke model predicts a peak tem-
perature about 5% higher than Gupta/Yos. Additionally, the shock is
thinner and energy does not diffuse upstream to the extent observed
in the latter, as revealed by the upstream temperature-increase delay
between the two cases. This is a result of the larger thermal con-
ductivity predicted by the more accurate model, allowing energy
conduction at a faster rate away from the shock. As expected, the
temperatures in the plateau are consistent among all cases consid-
ered. When it comes to the boundary layer in the Wilke cases, a
difficulty was encountered. A temperature gap occurs at the wall and
the boundary layer gradient is not perfectly captured. This issue had
previously been encountered by Reynier et al. and is simply a result
of insufficient mesh refinement near the wall. However, the mesh
that the author had to consider for obtaining a smooth near-wall
flow resolution had a first-cell height of just 20 nm, which is too low
for our solver to handle in a realistic time frame, since the time step
required to keep such a solution stable would be too small. Not even
the increased mesh refinement provided by considering 90 cells nor-
mal to the wall in the Wilke cases was able to correctly predict the
boundary layer gradients.

As a result of this inaccuracy, the convective heat fluxes pre-
sented in Fig. 14 for the Wilke cases are underpredicted. Here, s/Rn
represents the curvilinear distance along the body normalized by
the nose-sphere radius. A good agreement is found between the
Gupta/Yos cases and Reynier et al.’s prediction in the conical body
section. However, in the spherical section following the stagnation
point, the Gupta/Yos convective heat fluxes are larger by up to
a factor of two. Again, different thermodynamic databases or the
kinetic rates employed by the author could lead to these discrepan-
cies. Regardless of the transport model employed, thermal nonequi-
librium does not appear to have an impact over the equilibrium

FIG. 14. Convective heat fluxes compared.
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prediction. Finally, the local peak in convective heating observed
near the shoulder is a result of the rapid expansion that, through
the favorable pressure gradient that forms, reduces the boundary
layer thickness across the shoulder curve, leading to larger temper-
ature gradients and thus enhancing the heat transfer to the surface
in this region. This increase contributes to slightly higher TPS abla-
tion in the shoulder corner, the lowest-thickness region after entry
(with just 1 cm spare of TPS material), and may have played a non-
negligible role in the recession experienced at this location. The
convective heating at the stagnation point agrees reasonably well
with the predictions of Moss and Simmonds16 and Matsuyama.18

The value reported by Park is significantly lower,23 presumably due
to a combination of simplified models for the flowfield solution:

VSL equations, the Wilke’s transport model, and a thermochemical
equilibrium assumption.

B. Radiative heating and sensitivity studies
In this section, several sensitivity studies are presented in an

attempt to assess the influence of different phenomena on the radia-
tive heating experienced by the Galileo probe, one of the major
uncertainties behind this historical event. The purpose here is not
to attempt a good approximation to the actual heating environ-
ment encountered during flight, as that would require a flowfield
solution coupled both to radiative and material-response solvers
capable of accurately predicting the ablation of the TPS material.

TABLE VII. Summary of heat flux results obtained in the present work.

Assess the Convective heat fluxes (MW m−2)/(%a) Radiative heat fluxes (MW m−2)/(%a)

Case influence of SP ARAD 3 ARAD 7–8 SP ARAD 3 ARAD 7–8

Gupta/Yos 2T RT All (Baseline) 107.3/. . . 43.0/. . . 35.3/. . . 115.3/. . . 53.7/. . . 49.7/. . .

Wilke 1T RT All Transport model 83.7/−22.0 40.8/−5.1 14.0/− 60.3 174.1/+51.0 83.0/+54.6 110.9/+123

Wilke 2T RT All Transport model 84.0/−21.7 40.9/−4.9 9.4/− 73.4 144.6/+25.4 69.0/+28.5 102.4/+106

Gupta/Yos 1T Nonequilibrium 107.3/0.0 43.1/−0.2 36.6/+3.7 142.0/+23.2 66.7/+24.2 60.9/+22.5
RT All

Gupta/Yos 2T He + H2 . . ./. . . . . ./. . . . . ./. . . 105.2/−8.7 52.3/−2.6 48.5/−2.4
RT H-Only radiation

Gupta/Yos 2T 3D radiative . . ./. . . . . ./. . . . . ./. . . 120.2/+4.3 56.5/+5.2 51.6/+3.8
TS All transfer

Gupta/Yos 2T Spatial integration . . ./. . . . . ./. . . . . ./. . . 111.7/−3.1 52.4/−2.4 48.6/−2.2
RT linear interp. approximation

Gupta/Yos 2T Precursor heating . . ./. . . . . ./. . . . . ./. . . 355.6/+208 . . ./. . . . . ./. . .
TS All + Pre.

Park’s systems, unchanged temperatures 851.9/+639

. . ./. . . . . ./. . .Gupta/Yos 2T Ablation Park’s systems, at 3000 K 69.1/−40.1
TS All + Ab. products All systems, unchanged temperatures 890.7/+673

All systems, at 3000 K 69.6/−39.6

Gupta/Yos 2T Precursor heating . . ./. . . . . ./. . . . . ./. . . 154.1/+33.7 . . ./. . . . . ./. . .
TS All + Pre. + Ab.b ablation products

Gupta/Yos 2T Radiative cooling . . ./. . . . . ./. . . . . ./. . . 73.2/−36.5 40.2/−25.1 37.7/−24.1
RT All + T-W

Gupta/Yos 2T + Precursor heating
. . ./. . . . . ./. . . . . ./. . . 90.4/−21.6 . . ./. . . . . ./. . .T-W TS All + Ablation products

Pre. + Ab.b Radiative cooling

All: All radiative systems considered; H-Only: Only transitions from H are considered in the radiative analysis;
RT: Ray-tracing; TS: Tangent-slab; Pre.: Precursor heating; Ab.: Ablation products; T-W: Tauber-Wakefield correction.

aThis value corresponds to a percentage error relative to the Gupta/Yos 2T RT All case.
bAblation products were considered using all systems at 3000 K.
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Instead, the aim is to understand the impact that different phe-
nomena neglected in the past have in the radiative field so that the
assumptions used in previous predictions may be appraised. This
way, future missions to Jupiter may benefit from a TPS design that
is informed from improved preflight predictions. As the results of
each sensitivity study are discussed, they can be readily compared in
Table VII (available at the end of the chapter), which summarizes all
the predictions obtained in the present work.

1. Transport model and nonequilibrium
The radiative heating impacting the probe depends on the

transport model by virtue of the different number density and tem-
perature fields obtained. Figure 15 shows how the number densities
predicted with each model compare along the stagnation line. Apart
from small differences at the shock and boundary layer regions, the
two are consistent. The observed discrepancies may be explained
by the increased thermal conductivity and mass diffusivity of the
Gupta/Yos model at the shock, and the inability to capture the
boundary layer gradients with the Wilke model, respectively.

Both transport models are compared in terms of radiative heat-
ing along the body in Fig. 16, using the conventional ray-tracing
approach. Clearly, the overpredicted heat fluxes obtained with the
Wilke model are consistent with the difficulty encountered at the
boundary layer. The larger radiative heating is presumably a con-
sequence of the unrealistically high temperatures obtained near
the wall. However, the larger shock temperatures predicted by this
model (due to the lower thermal conductivity) also contribute to
the discrepancy observed between Wilke and Gupta/Yos formula-
tions. Thus, it is difficult to conclude whether the overprediction is
a result of the poor mesh refinement or a manifestation of the inac-
curacy of the former model at high temperatures. Nonetheless, the
20%–25% higher heat fluxes observed with the Wilke model at the
stagnation point are in agreement with the 5% higher temperature
peak at the stagnation line (since emission scales with the fourth
power of temperature, a 5% temperature increase may result in 20%

FIG. 15. Stagnation line number density comparison.

FIG. 16. Radiative heating along wall comparing all cases considered.

higher radiative heat fluxes). Moreover, the results obtained with the
Wilke transport model show a continuous increase in radiative heat-
ing toward the shoulder, as opposed to the slow decline predicted
by the Gupta/Yos transport model. It is interesting to note that this
trend conforms with the higher shoulder heat fluxes identified dur-
ing postflight data treatment, despite the inaccuracies of the model at
higher temperatures. This suggests that the increased radiative heat-
ing at the shoulder is a result of physical phenomena currently being
neglected, such as flowfield-radiation coupling, ablation products
injection or precursor heating effects.

Figure 16 also shows that the radiative heating is overpredicted
by about 20%–25% when equilibrium is assumed. The reason for
this has to do with excess emission from H2 systems arising from the
shock location. This will be analyzed in more detail in Sec. IV B 2.
The discrepancy is more pronounced at the stagnation point than at
the shoulder, as a result of the higher temperatures. Finally, similar
values are obtained for convective and radiative heating along the
body in the Gupta/Yos 2T case, indicating both contributions are
equally as important at 180 km altitude.

2. He and H2 radiation
One of the main goals of the present work is to assess the

influence of previously neglected radiative systems, namely, those
resulting from He, He+, and H2 excitation/de-excitation processes.

However, the effect of each individual system is difficult to
quantify. By comparing the radiative heat fluxes that result from
considering a set of systems to that resulting from a different set,
one is able to effectively assess the impact of the systems not shared
among the two sets, provided they have systems in common. This
strategy was employed in the present work, and the results are
presented in Fig. 17. The tangent-slab approach was used at three
different locations along the body, under thermal equilibrium and
nonequilibrium conditions. Moving from the second to the last col-
umn, left to right, the radiative systems presented below are added to
the analysis. For example, the second column considers only H, the
third column adds He and He+ (so, H, He, and He+ are considered),
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FIG. 17. Analysis on the influence of different systems on
the radiative heating.

and so on. The last column corresponds to all systems, and the first
one considers only atomic hydrogen transitions, while neglecting the
Stark broadening (S.B.) of atomic lines. The percentages indicate the
difference relative to the baseline, which corresponds to the predic-
tion considering all radiative systems (the last column includes the
contributions of continuum, Fulcher and Rydberg H2 systems).

Clearly, Stark broadening of atomic H lines has a significant
impact on the radiative heating experienced by the probe, as would
be expected in such a highly ionized flow. The intense H lines are
smeared, reducing the peak emission and absorption coefficients.
The latter results in less self-absorption by the specific transition,
significantly increasing wall heat fluxes. As a consequence, Stark
broadening accounts for about 55% and 40% of the heat fluxes under
thermal nonequilibrium and equilibrium conditions, respectively.

When thermal equilibrium is considered (1T case), molecular
hydrogen is seen to account for 22%–28% of the total radiative heat-
ing at different locations along the body. Moreover, this contribution
predominantly results from the H2–Lyman system, although H2–
Werner is equally as important at the stagnation point. The effect of
including other H2 radiative systems is negligible, with less than 1%
difference when compared to the baseline, as are the contributions
due to He and He+ systems. However, nonequilibrium conditions
tell a different story. The 2T case shows a maximum difference of 9%
between the radiative heating predicted with only H systems and that
when considering all systems. This difference is primarily caused
by inclusion of He and He+ systems, as well as those added in the
last column resulting from H2, particularly at the stagnation point.
In summary, the results point to a small increase in radiative heat-
ing due to He, He+, and H2 systems under thermal nonequilibrium
conditions.

To further investigate the source of H2 radiation, the spectral
emission coefficient at the stagnation point was mapped against the
normal distance to the wall, using the 2T solution. This allows a
direct interpretation for where in the spectrum and along the stag-
nation line most of the radiative emission occurs. The results are
presented in Fig. 18, where the bright spots correlate with stronger
emission. The spectral transmittance of the shock layer to this radi-
ation at the wall is also shown in white, calculated using Tν̄ =

exp(− ∫z∞0 κν̄(z) dz). This coefficient is a measure of the spectral
radiation reaching the surface, with values closer to 1 indicating low
absorption.

Figure 18(a) shows the spectral emission map when considering
only radiation from H systems. Atomic hydrogen emits significantly
throughout the stagnation line, but the strong atomic lines are also
highly absorbing, and the transmittance at these spectral locations
is close to zero. However, it rapidly increases away from the peaks,
leading to the strong impact of Stark broadening aforementioned.
Below, Fig. 18(b) presents the same emission map when all systems
are considered. There is an evident emission peak at the shock due
to molecular hydrogen systems. More importantly, the remaining
shock layer does not present any reabsorbing mechanisms capable of
preventing this radiation from reaching the wall, especially between
1250 Å and 1700 Å. The presence of H2 near the wall does not
appear to noticeably increase absorption in this region (else, reab-
sorption near the wall would reduce the spectral transmittance in
the spectral range mentioned before). At the lower end of the spec-
trum, between 700 Å and 800 Å, Fig. 18(b) indicates the presence
of a strong continuum contribution, later identified to result from
radiative H2 recombination.

The spectral contributions to the radiative heating are fur-
ther analyzed in Fig. 19, displaying the spectral heat flux at the
stagnation point and at ARAD 7–8, using the conventional ray-
tracing approach on the Gupta/Yos 2T solution. A comparison
between the spectral fluxes obtained when considering only H sys-
tems and that resulting from all systems is presented, together with
the cumulative heat flux after integration. An 8.7% increase in radia-
tive heating when accounting for all systems is observed at the
stagnation point, a difference that decreases to only about 2.3%
at ARAD 7–8. This results essentially from the large H2 photore-
combination contribution emitted at the shock, resulting from the
inverse H2 photoionization process. A 1%–2% share may still be
attributed to H2–Lyman and H2–Werner bands. Overall, the strong
atomic H lines are responsible for most of the radiation reach-
ing the probe’s surface in both locations, as indicated by the pro-
nounced increase in the cumulative results when an atomic line is
integrated.

In summary, atomic hydrogen is the preeminent chemical
species to consider for radiation, as other authors had previously
assumed. Yet, they had also assumed thermal equilibrium condi-
tions, which, when combined with inclusion of H2 systems, is seen
to greatly increase the radiative heating due to strong emission at the
shock. Only when the temperature nonequilibrium induced by the
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FIG. 18. Spectral emission maps along the stagnation line in the VUV region of the spectrum, where H2 systems are active, with spectral transmittance superimposed. (a)
Only H systems are considered. (b) All systems considered.

relaxation of the vibrational energy states of H2 toward equilibrium
is taken into account, does the emission lower to values similar to the
ones predicted under thermal equilibrium conditions. Nevertheless,
an 8.7% increase in radiative heating at the stagnation point may be
attributed to inclusion of He, He+, and H2 systems, as indicated in
Table VII.

3. Three-dimensional radiative transfer
The influence of considering different models for radiative

transfer through the flowfield is analyzed in this section. Figure 20
shows the hemispherical maps of radiation intensity and heat fluxes
at the stagnation point and ARAD 7–8, where a comparison between
the tangent-slab and ray-tracing results is presented. The two direc-
tional quantities are related through qθ ,ϕ = Iθ ,ϕ cos θ, where θ is the
angle between a given direction and that normal to the wall. The
cos θ term has a filtering effect on the directional variation of the
radiative intensities Iθ ,ϕ, that is, the heat fluxes qθ ,ϕ are only affected
by spatial variations in Iθ ,ϕ to the extent allowed by this term. If these
variations occur near the local zenith (cos θ→ 1), they are inherited
by qθ ,ϕ, but if they occur at the periphery of the hemisphere (cos θ
→ 0), their presence in qθ ,ϕ is hardly noticeable. This is evident in

Fig. 20. At both the stagnation point and ARAD 7–8, the differ-
ences in Iθ ,ϕ between the ray-tracing and tangent-slab approaches
are more apparent at the periphery, where cos θ → 0. In turn, this
leads to a good agreement between the two approaches regarding
qθ ,ϕ, which is ultimately responsible for radiative heating. At ARAD
7–8, the ray-tracing approach is able of capturing a stronger inten-
sity from rays originating at the hottest region of the shock layer (as
indicated by the circular inset), corresponding to the strong normal
shock at the stagnation line, but its effect on qθ ,ϕ is inconsequential.
Due to the small shock layer thickness, the variations in flowfield
properties around θ ∼ 0○ are small, and the tangent-slab approach is
seen to provide a good approximation.

Interestingly, the stagnation point results in Fig. 20 reveal that
the strongest intensity rays reaching the surface emerge from the
periphery of the hemispherical domain and not from the hottest
region directly normal to the stagnation point. Although counter-
intuitive, this results from a longer diagonal spatial integration path
when θ ≠ 0, in which case the ray crosses a larger emitting portion
of the shock. Obviously, the flowfield that follows is also absorbing
radiation, but what Fig. 20 indicates is that this balance tends to favor
emission over absorption, eventually leading to stronger radiative
intensity.
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FIG. 19. Spectral radiative heating comparison when considering all systems or just those from atomic H. (a) Stagnation point spectral radiative heat flux. (b) ARAD 7–8
spectral radiative heat flux.

The good agreement between the two radiative transfer mod-
els is further supported by comparing the radiative heat fluxes along
the body, as displayed in Fig. 21. The tangent-slab approach over-
predicts the heat fluxes by about 3%–10% when compared to the
conventional ray-tracing, a difference that increases to about 6%–
12% when the comparison is performed against the more accu-
rate linear interpolation ray-tracing model. A small discrepancy of
around 3% between the two ray-tracing approaches is observed
throughout the body wall. This is negligible given the fact that
the linear interpolation approach takes twice the time of the con-
ventional one. The tangent-slab model provides a very good ini-
tial estimate at a low computational cost when compared with the
ray-tracing approach—a 10 min simulation in contrast to a 1 day
long one, when using the conventional ray-tracing model with 500
rays.

Using the tangent-slab model, additional sensitivity studies
were performed based on stagnation line results published in the
literature. Given the good agreement between the two models,
the conclusions gathered for this simpler case should also apply to
the ray-tracing model. These will be discussed next.

4. Influence of precursor heating at the stagnation
point

For strongly radiating flowfields, the influence of radiation
extends beyond the shock layer. While pressure waves travel through
the flow at the local speed of sound relative to it and cannot prop-
agate upstream when it is supersonic, radiation in the form of elec-
tromagnetic waves propagates at the speed of light, and is thus able
to affect the upstream flowfield. In particular, radiative absorption
mechanisms in the precursor region eventually lead to photoion-
ization and photodissociation, altering the chemical composition of
the free-stream flow upstream of the shock. Additionally, several
radiative transitions that do not lead to dissociation or ionization
may occur, instead contributing to the excitation of the internal
energy states of these particles.85 In the context of a multitempera-
ture approach, this results in an increase in the internal temperatures
modeling the nonequilibrium behavior.

The effects of precursor heating have been studied in prepa-
ration for the Galileo mission by Tiwari and Szema.17 Results for
the stagnation point under nonequilibrium conditions showed that
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FIG. 20. Map of directional radiative intensity and heat fluxes with tangent-slab and
ray-tracing approaches compared.

precursor heating would amount to 15% hydrogen becoming dis-
sociated before even reaching the shock. Similarly, precursor pho-
toionization was responsible for 0.8% H2

+ in the same region. When
compared to simulations where radiation to the precursor region

FIG. 21. Radiative heating along wall comparing all cases considered.

is not modeled, both the translational and internal temperatures
inside the shock layer increased by about 1%. The results reported
by Johnston et al.85 for a Mars-return case further support this fig-
ure. Although it may seem insignificant, note that radiation scales
with the fourth power of temperature, and Tiwari et al. reported a
10.5% increase in radiative heat flux at the stagnation region due to
these combined effects. In the precursor region, radiative absorption
promotes the excitation of the internal energy levels of the parti-
cles in the upstream, thus increasing its internal temperature in the
context of a multitemperature approach. At this altitude, density
is too low for effective translational-internal energy exchanges to
occur, and thus the translational temperature of the flow remains the
same.

To estimate the impact of precursor heating at the stagna-
tion point, in the context of the improved models applied in the
present work to the Galileo case, its effects were superimposed to the
Gupta/Yos 2T solution at the stagnation line. The corrections per-
formed were as follows. Mass fractions of H2, H, H2

+, and e− were
corrected at the upstream to approach the values reported by Tiwari
et al. at the shock, using the following functional form, valid for
s > sshock:

ci(s) = ci,∞[1 − (1 −
ci,shock

ci,∞
)e−k(s−sshock)], (17)

where i ∈ {H, H2
+, e−}, s is the distance normal to the wall along

the stagnation line, ci ,∞ is the species mass fraction at the unper-
turbed atmosphere, ci ,shock is the value reported by Tiwari et al. at
the shock location, and k is a parameter adjusting the exponential
variation approaching the shock. The resulting mass fraction for H2
was set to keep ∑cj = 1 across all species. To transition from this
profile to the one actually computed by SPARK in the shock layer,
a gluing function is applied for sshock − 2Δs < s < sshock in the form
ci = (1 − a)ci,shock + acSPARK

i , where a = (sshock − s)/2Δs so that no
discontinuities occur since the profile used in the shock layer is the
one obtained in SPARK (that is, ci = cSPARK

i for s < sshock − 2Δs). The
parameter Δs was tailored to ensure a smooth transition. Regarding
the temperatures, a similar process was used to increase Tv,H2 in the
upstream. Finally, both temperatures were increased by 1% in the
shock layer, so as to simulate the increased values reported by other
authors.

The mass fractions of H, H2, H2
+, and e− resulting from this

approximate treatment are presented in Fig. 22(a), where a com-
parison is made with those before the corrections are applied. The
corrected mass fractions now account for photodissociation and
photoionization in the precursor region, through the processes

H2 + hνÐÐ⇀↽ÐÐ 2 H, (18)

H2 + hνÐÐ⇀↽ÐÐ H+
2 + e−, (19)

which lead to an increase in H, H2
+, and e− mass fractions at the

expense of H2. Figure 22(b) presents the temperature corrections
applied at the stagnation line, following the results reported by other
authors on the temperature effects of precursor heating. Note that
although Tv,H2 now starts increasing farther from the shock, leading
to a corresponding increase in H2 emission as previously discussed,
the number density of H2 is also significantly reduced, leading to
an opposing effect. These stagnation line profiles were then fed to
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FIG. 22. Stagnation line profiles before and after correction to account for precursor heating effects. (a) Mass fraction profiles. (b) Temperature profiles.

the SPARK LbL radiative solver, and the radiative heating at the
stagnation point was obtained using the tangent-slab approach (a
ray-tracing approach would require these corrections to be applied
throughout the flowfield, resulting in a significant extrapolation of
the results reported in the literature for the stagnation line).

To isolate the effects of precursor heating corrections, the spec-
tral radiative heating obtained is compared to the one using the
original tangent-slab model. The results revealed by Fig. 23 are
consistent with the discussion presented earlier regarding H2 radi-
ation originating from the high-temperature shock. As expected,
the increased vibrational temperature of H2 in the precursor region
promotes de-excitation processes before dissociation takes place at
the shock, resulting in a significant increase in the contribution of
H2 to the radiative heating reaching the wall. The total heat flux

accounting for the precursor heating corrections is 355.6 MW m−2,
nearly a 196% increase relative to the original tangent-slab value.
This is a much more pronounced increase compared to the 10.5%
predicted by Tiwari and Szema.17 This discrepancy is explained by
their simplified treatment of H2 radiation, which lacked the abil-
ity to consider its detailed line-by-line behavior. The thick lines in
Fig. 23 show that the corrected heat fluxes start diverging from the
original ones as the spectral region where H2 systems are active
is integrated, indicating that most of the observed increase is due
to the correction performed on the precursor vibrational tempera-
ture of H2, rather than the 1% temperature increase imposed inside
the shock layer. In fact, if the correction to Tv,H2 in the precur-
sor region is removed, the increase in radiative heat fluxes is just
3%, thus confirming this observation. This result has implications

FIG. 23. Influence of precursor effects in spectral heat flux between 400 Å and 2000 Å.
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in regards to the assumed Boltzmann distributions for the internal
energy levels. If H2 radiation from the shock were negligible, the
shock layer would behave as an optically thick medium, and most
of the radiation reaching the surface would come from the bound-
ary layer, where thermal equilibrium conditions are safe to assume.
However, if the medium is optically thin to precursor H2 radiation,
where large thermal nonequilibrium conditions exist, the Boltzmann
approximation may not be reasonable. Future studies on the effect of
non-Boltzmann distributions in the precursor region are necessary
to fully assess the opacity of the shock layer to this radiation.

The analysis performed for precursor H2 radiation reveals that
it may have had a fundamental impact on the radiative heating expe-
rienced by Galileo, contrary to what has been assumed thus far. It
also emphasizes the role of H2 radiation in future entries to gas
giants, if precursor heating is significant.

5. Ablation products injection at the stagnation point
The effects of ablation products injection in the stagnation line

boundary layer are investigated in this section. An approximate
treatment is performed based on the work of Park,23 who studied
ablation and spallation of C, C+, C2, and C3 in the stagnation region
and its effects on the stagnation point radiative heating. The aim
here is to understand the extent of radiative absorption in the abla-
tion layer due to the presence of these contaminating species, while
considering the important role of H2 radiation. More notably, the
C3 molecule is known to be a strong absorber in the VUV range,
due to the Swings and VUV bands between 1200 Å and 5500 Å.
Additionally, photoionization continua for C2 and C3 below 1100
Å have been identified by Park to significantly reduce stagnation
point heat fluxes.23 In Park’s work, C2 and C3 radiative transitions
are treated in an approximate way through temperature-dependent
global absorption cross sections. The same approach was employed
here concerning C3 transitions, using the same data as Park. How-
ever, for C2 transitions a detailed line-by-line model was used. Tran-
sitions extending from the VUV to the visible range are considered,
unlike Park who only accounts for VUV transitions and the C2 Swan
bands.

Regarding non-VUV transitions, the spectral data set from
Lino da Silva86,87 already available in the SPARK LbL code was
adopted. As for the VUV region, Park considers eight C2 radiative
systems in the VUV region, from which only three are reported
observed in the literature,88 namely, the Herzberg-F (F1Πu − X1Σ+

g ),
Herzberg-g (g3Δg−a3Π+

u) and Herzberg-f (f3Σ−g −a3Π+
u) systems.

Accordingly, only these three VUV transitions for C2 have been con-
sidered here. Spectroscopic constants for the higher-lying states are
issued from Huber and Herzberg,33 whereas for lower states, the
compilation from Lino da Silva6,86 was adopted. Potential curves
were refitted and the relevant vibrational wave functions were used
alongside a constant electronic transition moment, estimated resort-
ing to the data from Bruna89 to yield the appropriate Einstein coeffi-
cients (see Ref. 86, pp. 74 for a detailed description of this approach
with the corresponding equations). The temperatures in the bound-
ary layer are still high enough to promote emission over absorption
of some radiative systems, as may be the case of the C2 Swan band
in the visible range. Thus, although strong absorption in the VUV
region may lead to reducing the impact of H and H2 radiation, emis-
sion in other parts of the spectrum has the potential to neutralize this
effect.

FIG. 24. Mole fractions from Park.23

To account for the presence of carbonaceous species in the
ablation layer in the absence of a material-response code, the mole
fractions obtained by Park were used, and are presented in Fig. 24.
Hence, the analysis is limited to the species C, C+, C2, and C3 since
these are the only ones considered in the author’s work. The stag-
nation line profile of species mole fractions obtained with SPARK
was kept for s > 0.3 cm, where s is the distance to the wall, and the
same gluing function used for the correction to the precursor heating
mass fractions was applied between 0.2 < s < 0.3 cm to continu-
ously join the two solutions. Again, care was taken to ensure∑xi = 1
throughout the stagnation line. The resulting mole fraction profiles
are shown in Fig. 25.

One important shortcoming of this approximation concerns
the treatment of the ablation layer temperature. The injection of
ablation species in the flowfield will reduce its temperature near the
wall, and Park does not provide a temperature profile which could
be employed as a correction. Hence, two possible limiting cases were
analyzed. One of them considers the injection has no effect on the
flowfield temperatures, and thus the temperature profile obtained
with SPARK is kept unchanged. Otherwise, one may assume that
the ablation products are injected at the wall temperature (3000 K),
and the flowfield does not affect their temperature. Since the high
pressure in the boundary layer promotes thermal equilibrium con-
ditions, the flowfield temperatures were lowered to 3000 K for s <
0.3 cm in this case.

Both conditions are compared to the original tangent-slab solu-
tion using the Gupta/Yos 2T case in Figs. 26(a) and 26(b). In the
lower temperature scenario [Fig. 26(c)], the carbonaceous species
at 3000 K near the wall absorb 42.1% of the original radiation
impacting the stagnation point, reducing the radiative heating to
69.6 MW m−2. This significant decline is essentially a result of
continuum absorption due to C2 and C3 photoionization, along
with the C3 VUV band, all acting in the VUV region of the spec-
trum, which coincides with the domain of strongest emission due to
atomic H lines and the H2 band systems. Other C2 band systems are
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FIG. 25. Mole fractions used in the present work after Park’s correction near the
wall.

important in the visible range, adding a layer of absorption but also
providing millions of spectral de-excitation jumps that contribute to
line emission, albeit with a negligible influence on the total heat flux
at this temperature.

As previously discussed, Park neglected several known radiative
band systems. If only the systems used by the author are considered
in the present case, the radiative heating is 69.1 MW m−2, close to
the value predicted when all systems are accounted for, indicating a
negligible effect for the remaining systems at 3000 K.

A very different picture is obtained for the other limiting case. If
the ablation products had a negligible impact on the boundary layer
temperature, then the carbonaceous species’ temperatures would
rapidly increase to 20 000 K at its boundary, and emission from
these radiative systems would instead increase the radiative heating
(note that spallation, which would result in an additional radiation
blockage process, is not taken into account in the present work).
Figure 26(b) shows that the previously absorbing systems due to C2
and C3 transitions now significantly increase the radiative heating
over that predicted originally. The heat fluxes obtained under these
conditions are 890.7 MW m−2, a 641% increase over the case without
ablation products injection. Furthermore, the previously unimpor-
tant band systems in the visible range now comprise about a quarter
of this increase.

Again, if only Park’s systems are considered under these condi-
tions, the radiative heat fluxes decrease to 851.9 MW m−2, indicating
the systems neglected by the author may have an important contri-
bution at higher temperatures. However, this scenario is effectively
unrealistic, since ablation layer temperatures are much closer to the
3000 K of the wall. In addition, even if the 20 000 K temperature
was reached, dissociation of C2 and C3 would take place long before,
decreasing their contributions substantially.

An additional comparison was performed taking into account
the effects of ablation products injection together with precursor
heating. The optimistic case was assumed (ablation layer at 3000 K),

and the results are compared in Fig. 26(c) to the original precur-
sor heating correction spectrum shown in Fig. 23. Not surprisingly,
H2 VUV radiation is now severely hindered due to C2 and C3 pho-
toionization and C3 VUV. In the visible range, several band systems
contribute to line emission, although with a negligible impact on
the overall radiative heating. The presence of these systems in the
background of the strong atomic H lines observed in red also sub-
stantially reduces their contribution, and the total radiative heating
is reduced to 154.1 MW m−2, a 56.7% decrease when compared to
the case with no ablation products.

Given the raise in emission observed in the nonconservative
scenario, the possibility that the presence of carbonaceous species
may help explain the intense heating observed at the shoulder was
explored. In particular, the abundant C3 molecule present in the
high-temperature ablation layer at the stagnation region may absorb
radiation here, then flow downstream toward the shoulder and
release this stored energy at this location instead through radiative
emission, increasing the radiative heat fluxes. A quick calculation
places the flow residency time from the stagnation point to the
shoulder at 7–14 μs along the boundary layer. Compared to esti-
mated radiative de-excitation times of the C3 VUV and C3 Swings
radiative systems, which are around 0.2 μs and 0.07 μs, respec-
tively, the residency flow times are two orders of magnitude higher.
Thus, any radiative energy absorbed at the stagnation region is
rapidly emitted back to the flowfield, in a strongly coupled radiative
flowfield.

6. Empirical correction for flowfield-radiation coupling
The so-called radiative cooling effect is captured by coupling

the flow and radiation fields, including the radiative heat flux diver-
gence term in the energy equation. Radiative energy is “lost” to
the free-stream flow, and the shock-layer temperatures (in this,
now, nonadiabatic flow) decrease as a result, leading to a cooling
of the flow. The most widely used correlation for estimating the
impact of radiative cooling on the radiative heating was developed by
Tauber and Wakefield during preflight studies for the Galileo entry
in Jupiter,8 as the severe radiative heating expected during flight
was anticipated to be extremely sensitive to this coupling effect. The
radiative heat fluxes are corrected according to

qTW
rad =

qrad, 0

1 + aΓ0.7 , (20)

where qrad,0 is the uncoupled radiative flux, a is a parameter depend-
ing on the atmosphere (a = 3 for Jupiter’s case), and Γ depends on
the free-stream density and velocity, according to

Γ = 4qrad, 0/ρ∞V3
∞. (21)

Correlations such as the Tauber-Wakefield, which depend on the
local radiative heat flux, are known to underestimate the radiative
cooling effect at downstream regions, due to its nonlocal character.
Radiatively cooled gas at the strongly radiating stagnation region
flows downstream and reduces the temperature, an effect that the
correlation is unable to capture. Thus, the decrease in radiative heat-
ing expected after the correction is greater at the stagnation region
than at the shoulder.

This is indeed observed in Fig. 27. The decrease in radiative
heating is significant all along the body, but more so in the stagnation
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FIG. 26. Spectral heat flux comparisons when ablation products are added to the radiative analysis. (a) Limiting case 1: ablation products and flowfield at 3000 K for s < 0.3 cm.
(b) Limiting case 2: flowfield temperatures kept unchanged from SPARK. (c) Precursor corrections with ablation products using limiting case 1 (3000 K for s < 0.3 cm).

region. Although the radiative heat fluxes predicted in the present
work are, in general, higher than those predicted by previous
authors, inclusion of radiative cooling effects, albeit in an approx-
imate fashion, is shown to reduce these figures to values found in
the literature. The results of Moss and Simmonds for the altitudes

of 184.5 km (40 s) and 166.6 km (43 s) underpredict the heat fluxes
at the spherical region of the probe, given that the trajectory point
studied in the present work lies between the two. However, the
opposite is true toward the shoulder. Several factors may have con-
tributed to this disparity, the most important being the chemical
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FIG. 27. Comparison of radiative heat flux results along body wall with literature.

equilibrium assumption employed and the Wilke transport model
used. The stagnation point prediction is within the bounds reported
by Matsuyama for the same altitudes, which were obtained using
a coupled tangent-slab approach, but only considering H and H+

radiation and thermochemical equilibrium. Park’s prediction, which
properly treats ablation products injection, is significantly lower, but
again an equilibrium assumption was used. It is difficult to provide
a meaningful comparison with previous studies on radiation since
these rely on a thermochemical equilibrium flowfield, a simplifica-
tion that significantly departs from the chemical nonequilibrium
actually present during flight. Thermal nonequilibrium also plays
an important role, especially at higher altitudes such as in the case
studied in the present work, due to H2 emission at the shock.

Two additional points were included at the stagnation point
in Fig. 27. Both show how the combined effects of precursor heat-
ing and ablation products absorption tend to result in an increase
in radiative heating due to precursor heating emission. When pre-
cursor heating and ablation injection are accounted for in the
Gupta/Yos 2T case, the heat flux at the stagnation point rises to 154.1
MW m−2, a 33.7% increase due to these corrections. Furthermore,
when the Tauber-Wakefield correlation is applied, the heat fluxes
increase from 73.2 MW m−2 to 90.4 MW m−2 after precursor heat-
ing and ablation injection effects are considered at the stagnation
point, a 23.5% increase.

Finally, the results obtained in the present work are summa-
rized in Table VII. The convective heating results only vary for the
first four rows, and thus, these are the only ones presented. The
radiative heating, on the other hand, was subject to extensive sen-
sitivity studies, making up most of the table. The influence of pre-
cursor heating and ablation products was only possible to study
at the stagnation point, due to the nature of the approximations
employed.

V. CONCLUSIONS
Upon the implementation of a new transport property archi-

tecture within SPARK, which allows the Gupta/Yos model to be

applied to any Solar System atmosphere, a comparison with the
Wilke/Blottner/Eucken transport model revealed the shortcomings
of the latter in the context of H2–He mixtures. When applied to
Galileo’s entry, it overpredicts the maximum shock temperature
and underestimates its thickness. No definitive conclusions could be
drawn regarding its influence on the convective heating when com-
pared to the Gupta/Yos model, due to a poor boundary layer resolu-
tion, even with the finest mesh studied. Nonetheless, the Gupta/Yos
results predict convective heat fluxes exceeding 100 MW m−2 at the
stagnation point and about 60% lower values over the conical frus-
tum. Thermal equilibrium and nonequilibrium solutions were also
found to match in terms of convective heating.

The same cannot be said regarding radiative heating, where H2
was found to play a significant role, especially when precursor heat-
ing effects were accounted for. Using Tiwari et al.’s stagnation line
solution as a guideline, a 208% increase in radiative heat flux was
observed. Therefore, the influence of H2 radiation in future mis-
sions to Jupiter must be accounted for. Results from other sensitivity
studies performed on radiative heating also reveal the following:

● Good agreement between tangent-slab and ray-tracing mod-
els, with a maximum 10% difference at the stagnation point.

● The absorption effectiveness of ablation products in the
VUV range may be impaired due to intense emission from
C2 and C3 photorecombination, as well as the C3 VUV
system. Estimates based on different assumptions for the
boundary layer temperatures lead to radiative heat fluxes
that vary from −40% (decrease) to over 670% (increase)
when compared to the baseline solution obtained with the
most accurate model used. Without a flowfield coupled to a
material response code, it is hard to predict the effect that
ablation products have when present in the shock layer.

● An increase in radiative heating appears to result from the
combined effect of precursor heating and ablation.

Finally, the improved directional discretization scheme imple-
mented in SPARK LbL’s ray-tracing algorithm was shown to provide
reasonable accuracy (within 5%) with just 50 rays for the Galileo
entry case. However, the good agreement obtained with the tangent-
slab model still justifies its use for preliminary analysis due to the
reduced computational cost.
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